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Abstract—Themainmethod to achieve fault-tolerant network systems is by exploiting and effectively utilizing the edge-disjoint and/or

inner-vertex-disjoint paths between pairs of source and destination vertices. Completely independent spanning trees (CISTs for short)

are powerful tools for reliable broadcasting/unicasting and securemessage distribution. Particularly, it has been shown that two CISTs

have an application on configuring a protection routing in IP networks, such asmobile ad hoc networks and relatively large (static)

network topologies with scalability in [IEEE/ACMTrans. Netw., 27 (2019) 1112-1123]. Many results focus on CISTs in specific networks

in the literature, however, few results are given on an infinite class of networks having common properties. In this article, we prove the

existence of dual-CISTs in an infinite number of networks satisfying someHamilton sufficient conditions. A unique algorithm to construct

a CIST-partition is proposed, which can be applied to not only many kinds of networks, but our algorithm can also be implemented very

easily in parallel or distributed systems satisfying the conditions. In addition, wemake a comparative analysis between the proposed

conditions and several known results on an infinite number of networks, the advantage of our result is significant. In particular, the bound

in our conditions is sharp. The results will provide a powerful framework for the design of fault-tolerant network topologies and routing

protocols for future networks.

Index Terms—Completely independent spanning trees, a protection routing, CIST-partition, Hamilton bipartition sufficient condition,

constructive algorithm

Ç

1 INTRODUCTION

DISJOINT multipaths from the source to destination that do
not share common vertices and/or edges become an

essential technique to improve the quality-of-service (QoS)
and efficiency of broadcasting in networks.With the enlarge-
ment of the network size, failures are more common than we
might expect. Disjoint multipaths can provide more alterna-
tive and diverse paths which can be selected when fault
damages the network structure, which improves the reliabil-
ity of networks. Designing vertex-disjoint paths and edge-
disjoint paths between the source vertex and the destination
vertex can tolerate faulty vertices and edges respectively.
Fault-tolerant message delivery protocols, reliable broad-
casting/unicasting and secure message distribution are also
implemented by constructing disjoint multipaths on net-
works under the existence of such disjoint paths [3].

To guarantee that all messages can be transmitted
between any two vertices, a spanning tree or a set of span-
ning trees is usually used to realize the broadcasting on a net-
work. Itai and Rodeh [4] first introduced the concept of
independent spanning trees (ISTs for short) to improve load

balancing or transmission error tolerance. ISTs are a set of
spanning trees share the same root vertex such that the paths
from the root to any other vertex of each spanning trees are
edge-disjoint and inner-vertex-disjoint. From then on, a lot
of efficient construction schemes in different networks are
proposed, such as [5] (chordal rings), [6] (multidimensional
torus networks), [7] (transposition networks), [8] (alternating
group networks), [9] (pancake Networks), [10] (enhanced
hypercubes), [11], [12], [13], [14], [15] (hypercube and its var-
iants), and so forth.

By the definition of IST, the application of IST is limited by
the setting of the root vertex, which is not conducive to con-
sidering the broadcasting between any pair of the source ver-
tex and the destination vertex. Based on this reason, the
natation of completely independent spanning trees (CISTs
for short) was suggested byHasunuma [16], which is a gener-
alization of edge-disjoint spanning trees and ISTs. Completely
independent spanning trees are a set of spanning trees such that
the paths joining between any pair of vertices in these trees
are pairwise edge-disjoint and inner-vertex-disjoint. If there
exist k CISTs in the networks, at least one spanning tree can
ensure the message transmission between any pair of
unfaulty vertices under at most k� 1 faulty edges or vertices.
In addition, if the network has a large number of data to
transmit, we can divide it into k parts and let every spanning
tree be responsible for only 1

k data to reduce the load pressure
on edges and increase the throughput.

Hasunuma [17] had proved that determining whether a
graph G admits k CISTs is NP-complete, even for k ¼ 2. He
also conjectured that every 2k-connected graph admits k
CISTs. However, P�eterfalvi [18] disproved the conjecture by
showing that for every k � 2, there exists a k-connected
graph which does not admit two CISTs. After that, one of the
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important research directions is exploring completely inde-
pendent spanning trees in some special graphs and intercon-
nection networks. The existence and construction of multiple
CISTs in graphs and networks can be referred to [16], [19],
[20], [21], [22] for some certain classes of graphs, [23], [24],
[25], [26], [27], [28] for hypercube and its variants, [29], [30],
[31] for date center networks, and [2], [32] for Cayley graphs.

Constructing more CISTs can enhance the ability of fault
tolerance in networks. However, due to the cost and resource
considerations, backup hardware and transmission design
usually allow only one copy in real life, as do for two CISTs,
which is call a dual-CISTs. It has been shown that networks
with a dual-CIST can be fully protected under a random sin-
gle element failure in [1]. An interesting fact is that several
well-known sufficient conditions for Hamiltonian property
ensure the existence of two completely independent span-
ning trees. For example, Araki [33] confirmed that Dirac’s
condition implies the existence of two CISTs. Fan et al. [34]
confirmed that Ore’s condition implies the existence of two
CISTs. Hong et al. and Qin et al. [35], [36] recently proved
that a neighborhood unions condition of Hamiltonian
graphs also implies the existence of two CISTs. Especially,
Hong [37] showed the generalization of Dirac’s condition
implies the existence of k CISTs. For more sufficient condi-
tions for graphs that admit multiple CISTs, see [38], [39].
Recently, Cao et al. [40] gave a new kind of sufficient condi-
tion, called bipartition sufficient condition, of Hamiltonian
graphs. That is, ifG is a simple connected graphwith a vertex
bipartition fS; Tg satisfying the conditions: (1) G½T � is a tree
with t leaves; (2) each vertex in T with degree i inG½T � has at
least jSj þ 1� i neighbors in S; and (3) jSj ¼ t� 1, thenG is a
Hamiltonian graph.

In this paper, we will study the existence of a dual-CISTs
in an infinite class of networks by using the characterization
of CISTs given in [33]. The most significant contribution of
our work is that there exists an infinite number of graphs
which only satisfy our conditions in known results. The
main results of the paper are summarized as follows:

1. Proving the existence of a dual-CISTs in an infinite
class of networks.

2. Proposing a unique algorithm to construct a CIST-
partition in an infinite class of networks.

3. Giving a comparison with the known results based
on the analysis of applications.

The remaining work is organized as follows. Section 2
presents some useful lemmas. Section 3 proves the existence
of two completely independent spanning trees under the
bipartition sufficient condition in the general graph. In Sec-
tion 4, we make a comparison between our results and
some known conclusions and analyze the optimality of the
parameter bound. Finally, a conclusion is given in Section 5.

2 NOTATION AND PRELIMINARIES

It is a common method to regard the interconnection net-
work as a loopless undirected graph G ¼ ðV ðGÞ; EðGÞÞ,
where V ðGÞ denotes the set of processors and EðGÞ denotes
the set of communication links. In this paper, we use graphs
and networks interchangeably. The value of jV ðGÞj is called
the order of G. Two vertices v1; v2 in V ðGÞ are said to be

adjacent if and only if ðv1; v2Þ 2 EðGÞ and v1; v2 are said to be
incident with the edge ðv1; v2Þ, and v1; v2 are called ends of
the edge ðv1; v2Þ. Two edges which are incident with a com-
mon vertex are also said to be adjacent. The neighbor of a ver-
tex u 2 V ðGÞ is a vertex adjacent to u in G. The number of
neighbors of u is called the degree of u in G, denoted by
dGðuÞ. For two disjoint nonempty vertex subsets S and T of
G, we use EðT; SÞ to denote the set of edges between S and
T , and the subgraph of G induced by S is denoted by G½S�
which is a graph whose vertex set is S and whose edge set
consists of all edges of G which have both ends in S. For
two vertices x and y in V ðGÞ, the distance between x and y,
denoted dGðx; yÞ, is the length of the shortest path connect-
ing them. A spanning tree T of a graph G is an acyclic con-
nected subgraph of G such that V ðT Þ ¼ V ðGÞ. A vertex is
said to be a leaf of a tree T if it has degree 1 in T , and an
inner-vertex otherwise. A rooted tree is a tree with a specified
vertex, called the root. For a vertex x in a rooted tree T , we
use T ðxÞ to denote the subtree rooted at x, the ancestors of x
are the vertices on the unique path from x to the root except
itself, descendants of x are vertices in T ðxÞ except itself. Let x
and y be two vertices of G. Two paths joining x and y in G
are openly disjoint if they have no common vertex except for
the two ends x and y. Table 1 shows the notations needed
for the discussion.

To prove the main result, two important equivalent con-
ditions for k completely independent spanning trees pro-
vide tools.

Theorem 1. (See [16]) Spanning trees T1; T2; . . . ; Tk of a graph
G are completely independent spanning trees if and only if they
are edge-disjoint in G and for any v 2 V ðGÞ, there is at most
one Ti such that v is an inner-vertex.

Theorem 2. (See [33]) A connected graph G has k completely
independent spanning trees if and only if there is a partition
fV1; V2; . . . ; Vkg of V ðGÞ such that: ðiÞ the induced subgraph
G½Vi� is connected for every i 2 f1; 2; . . . ; kg and ðiiÞ the bipar-
tite subgraph of G induced by the edge set EðVi; VjÞ has no tree
component for any 1 � i < j � k, denoted by BðVi; Vj; GÞ.
Moreover, the partition fV1; V2; . . . ; Vkg of V ðGÞwhich satisfies
above conditions ðiÞ and ðiiÞ is called a CIST-partition of V ðGÞ.
In Section 1, we have mentioned that several well-known

sufficient conditions for Hamiltonian property ensure the

TABLE 1
Notations Needed for the Discussion

Notation Meaning

V ðGÞ The vertex set of a graphG
EðGÞ The edge set of a graphG
jV ðGÞj The value of jV ðGÞj
ðu; vÞ An edge with two ends u and v
NGðvÞ The neighborhood of the vertex v in G
dGðvÞ The degree of the vertex v in G
dðGÞ The minimum degree of the graphG
EðT; SÞ The set of edges between S and T
G½S� The subgraph induced by edge or vertex set S in G
dGðx; yÞ The distance between vertices x and y in G
T ðxÞ A subtree of T rooted at the vertex x
BðS; T;GÞ A bipartite subgraph of G induced by the edge set

EðS; T Þ
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existence of two completely independent spanning trees.
The specific conclusions are listed in Theorems 3, 4 and 5.

Theorem 3. (See [33]) Let G be a graph with n vertices for n �
7. If dðGÞ � n

2 , then G has two completely independent span-
ning trees.

Theorem 4. (See [34]) Let G be a graph with n vertices for n >
8. If dðuÞ þ dðvÞ � n for every pair of non-adjacent vertices u
and v, then G has two completely independent spanning trees.

Theorem 5. (See [35], [36]) Let G be a graph with n vertices for
n � 8. If jNðxÞ [NðyÞj � n

2 and jNðxÞ \NðyÞj � 3 for every
pair of non-adjacent vertices x and y, thenG has two completely
independent spanning trees.

To prove the main result, we give the following useful
lemmas.

Lemma 2.1. (See [22]) There are bn2c completely independent
spanning trees in the complete bipartite graph Km;n for all
m � n � 4.

Lemma 2.2. Let T be a tree with t leaves and t � 4. Then

(1) there is no vertex in V ðT Þ with degree more than t.
(2) there is at most one vertex in V ðT Þ with degree t.

Moreover, if dT ðxÞ ¼ t with x 2 V ðT Þ, each vertex in
V ðT Þ n fxg is a leaf or with degree two in T .

(3) there are at most two vertices in V ðT Þwith degree t� 1.

Proof. Let x be a vertex with maximum degree in T and
NT ðxÞ ¼ fx1; x2; . . . ; xsg. Regard T as a tree rooted at x.

1) Let the number of leaves in the subtree T ðxiÞ of T
be yi for every i 2 f1; 2; . . . ; sg. If dT ðxiÞ � 3, then
xi is not a leaf in T ðxiÞ, yi � 2, and T ðxiÞ provides
yi leaves to T . If dT ðxiÞ ¼ 2, then xi is a leaf in
T ðxiÞ, yi � 2, and T ðxiÞ provides yi � 1 leaves to
T . If dT ðxiÞ ¼ 1, then T ðxiÞ is an isolated vertex xi

and T ðxiÞ provides a leaf to T . Thus each T ðxiÞ for
i 2 f1; 2; . . . ; sg provides at least a leaf to the tree
T , and the number of leaves in a tree is at least the
maximum degree of it. Thus (1) holds.

2) If dT ðxÞ ¼ t with x 2 V ðT Þ, then s ¼ t. Since T is a
tree with t leaves, each subtree T ðxiÞ provides
only a leaf to T for i 2 f1; 2; . . . ; tg. Thus T ðxiÞ is a
path or T ðxiÞ is an isolated vertex xi. It implies
that each vertex in V ðT Þ n fxg is a leaf or with
degree two in T . The result (2) holds.

3) If dT ðxÞ ¼ t� 1, then there exists a subtree T ðxiÞ
which provides two leaves to T and each of the
others provides a leaf. Without loss of generality,
assume that T ðx1Þ provides two leaves to T . It
implies that each T ðxjÞ is a path (maybe one ver-
tex) which provides only one leaf to T for j 2
f2; . . . ; t� 1g. Then dT ðx1Þ ¼ 3 or dT ðx1Þ ¼ 2, and
dT ðxjÞ ¼ 2 or dT ðxjÞ ¼ 1 for any j 2 f2; . . . ; t� 1g.

If dT ðx1Þ ¼ 3, then dT ðvÞ ¼ 2 or dT ðvÞ ¼ 1 for any v 2
V ðT Þnfx; x1g. If dT ðx1Þ ¼ 2, the subtree T ðx1Þ has three
leaves including x1. Thus there exists only one vertex in
V ðT ðx1ÞÞ with degree 3 in T ðx1Þ, denoted by y. And
dT ðvÞ ¼ 2 or dT ðvÞ ¼ 1 for any v 2 V ðT Þnfx; yg, which is
less than t� 1. Thus there are at most two vertices with

degree t� 1 if t ¼ 4, otherwise there is at most one vertex
xwith degree t� 1. The result (3) holds. tu

3 THE EXISTENCE OF A DUAL-CISTS ON AN

INFINITE CLASS OF NETWORKS

The following Theorem 6 is our main result.

Theorem 6. Let G be a graph. If the vertex set of G has a bipar-
tition fS; Tg satisfying the following conditions:
(1) G½T � is a tree with t leaves for t � 4;
(2) each vertex in T with degree i in G½T � has at least

jSj þ 1� i neighbors in S;
(3) jSj ¼ t� 1,
then G has a dual-CISTs.

Proof. Let fS; Tg be a bipartition of V ðGÞ satisfying the con-
ditions (1)-(3) in Theorem 6. By deleting some edges in
EðT; SÞ, we can obtain a spanning subgraph H of G such
that fS; Tg is a bipartition of V ðHÞ (where V ðHÞ ¼ V ðGÞ)
which still satisfies the conditions (1) and (3). In addition,
fS; Tg satisfies the condition ð2Þ� that each vertex in T
with degree i in H½T � has exactly jSj þ 1� i neighbors in
S. One knows that a dual-CISTs of H under the condi-
tions (1), ð2Þ� and (3) is also a dual-CISTs of G under the
conditions (1), (2) and (3). Thus we will show thatH has a
dual-CISTs hereinafter.

Let L be the set of leaves inH½T �. By the condition ð2Þ�,
the following Facts 1 and 2 can be obtained directly. tu

Fact 1. In the graph H, each vertex in L is adjacent to all vertices
in S. That is, the graph H½EðL; SÞ� is a complete bipartite
graph.

Fact 2. In the graph H, each vertex in T with degree two in H½T �
is adjacent to all but one vertex in S.

From Theorem 2, it needs to construct a CIST-partition
fV1; V2g of V ðHÞ. The following two parts are considered.

Part I. dH½T �ðvÞ < t for every vertex v 2 T .
We first show that there is a vertex s� 2 S such that

NSðvÞ 6¼ fs�g for each v 2 T . By the contrary, for every ver-
tex s 2 S, there exists one vertex in T , say vs, such that
NSðvsÞ ¼ fsg. By conditions ð2Þ� and (3), one has that
dH½T �ðvsÞ ¼ jSj ¼ t� 1. For different vertices s and r in S, let
vs and vr be vertices in T such that NSðvsÞ ¼ fsg and
NSðvrÞ ¼ frg. Then vs and vr are different. Otherwise,
NSðvsÞ ¼ fs; rg, which is a contradiction. Thus jfvs; s 2
Sgj ¼ t� 1. It derives that there are at least t� 1 vertices in
T with degree t� 1 in H½T �. By Lemma 2.2, there are at
most two vertices in T with degree t� 1 in H½T �. Thus t�
1 � 2, which contradicts with t � 4.

Let V1 ¼ ðT n ft�gÞ [ fs�g and V2 ¼ ðS n fs�gÞ [ ft�g,
where t� is an arbitrary vertex in L. See Fig. 1. We will show
that fV1; V2g is a CIST-partition of V ðHÞ. (The definition of
CIST-partition is shown in Theorem 2.)

Since t� 2 L, H½T n ft�g� is a subtree of H½T �. By t � 4, L n
ft�g is not empty. From Fact 1, s� is connected with all verti-
ces in L n ft�g. Thus H½V1� is connected. Similarly, by Fact 1,
t� is connected with all vertices in the non-empty set S n
fs�g, which derives the connectedness ofH½V2�.

For the bipartite graph BðV1; V2; HÞ, it contains a bipartite
subgraph induced by EðL n ft�g; S n fs�gÞ, denoted by B.
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By Fact 1, jLj � 4 and jSj � 3, one has that B is a complete
bipartite graph and each part has at least two vertices,
which implies that B is a connected graph with at least one
cycle (see red lines in Fig. 1). Since dH½T �ðvÞ < t for any v 2
T , by the condition ð2Þ� and the choice of s�, each vertex in
T n L has a neighbor in S n fs�g. Thus each vertex in T n L
can be connected to B in BðV1; V2; HÞ. Moreover, since
ðs�; t�Þ 2 EðHÞ and t� is adjacent to some vertices in T n L,
the vertices s� and t� are in the component containing B of
BðV1; V2; HÞ. Thus BðV1; V2; HÞ is a component containing B
which is not a tree. See Fig. 1. Thus fV1; V2g is a CIST-parti-
tion of V ðHÞ for Part I.

Part II. There exists a vertex v 2 T such that dH½T �ðvÞ � t.
By Lemma 2.2, there is only one such vertex in T ,

denoted by v, such that dH½T �ðvÞ ¼ t. Moreover, each vertex
in T n fL [ fvgg has degree 2 in H½T �. The tree H½T � is
regarded as a tree rooted at v. Let S ¼ fs1; s2; . . . ; st�1g,
NH½T �ðvÞ ¼ fx1; x2; . . . ; xtg and H½T �ðxiÞ be the subtree of
H½T � rooted at xi (Ti in short) with i 2 f1; 2; . . . ; tg. Note that
Ti is a path. Assume the ends of Ti are xi and yi, where yi 2
L for i 2 f1; 2; . . . ; tg. The vertices yi and xi are the same if
jV ðTiÞj ¼ 1.

Case 1. t � 5.
Assume V1 ¼ V ðT1Þ [ V ðT2Þ [ ð

S t�1
i¼3fsigÞ and V2 ¼

V ðHÞ n V1, that is fvg [ ð
S t

i¼3V ðTiÞÞ [ fs1; s2g. See ðaÞ-ðcÞ in
Fig. 2. We will show that fV1; V2g is a CIST-partition of
V ðHÞ in this case.

From Fact 1, the induced subgraph H½V1� consists of two
paths T1, T2 and a complete bipartite subgraph induced by
Eðfy1; y2g;

S t�1
i¼3fsigÞ, where y1 and y2 are ends of T1 and T2

respectively. See Fig. 2b. Let Y ¼ H½T n ðV ðT1Þ [ V ðT2ÞÞ�. As
we can see, Y is a tree with the leaf set

S t
i¼3fyig. The

induced subgraphH½V2� consists of the tree Y and a complete
bipartite subgraph induced by Eð S t

i¼3fyig; fs1; s2gÞ. See
Fig. 2c. Thus the subgraphsH½V1� andH½V2� are connected.

For the bipartite graph BðV1; V2; HÞ, by Fact 1, it contains
two complete bipartite subgraphs, where one is induced by
Eðfy1; y2g; fs1; s2gÞ, denoted by B1, and the other is induced
by Eð S t

i¼3fyig;
S t�1

j¼3fsjgÞ, denoted by B2. Since t � 5,
both subgraphs B1 and B2 contain a cycle which are shown
in Fig. 2d by green and red lines respectively. By Fact 2 and
t � 5, every vertex in ðV ðT1Þ [ V ðT2ÞÞ n fy1; y2g � V1 is adja-
cent to at least one vertex in fs1; s2g � V2 and every vertex
in

S t
i¼3ðV ðTiÞ n fyigÞ � V2 is adjacent to some vertices inS t�1

i¼3fsig � V1. Thus ðV ðT1Þ [ V ðT2ÞÞ n fy1; y2g and B1 are
in the same component of BðV1; V2; HÞ and

S t
i¼3ðV ðTiÞ n

fyigÞ and B2 are in the same component of BðV1; V2; HÞ.

Since v is adjacent to both x1 and x2, the bipartite graph
BðV1; V2; HÞ has no tree component, see Fig. 2d. Based on
the discussions and Theorem 2, fV1; V2g is a CIST-partition
of V ðHÞ for t � 5 in Part II.

Case 2. t ¼ 4.
Let I ¼ fi : jV ðTiÞj ¼ 1 for i 2 f1; 2; 3; 4gg.
Subcase 2.1. jIj ¼ 4.
The graph H is isomorphic to a complete bipartite graph

K4;4 with the bipartition ffv; s1; s2; s3g; fx1; x2; x3; x4gg of
V ðHÞ and the edge set Eðfv; s1; s2; s3g; fx1; x2; x3; x4gÞ. By
Lemma 2.1, the graphH admits a dual-CISTs.

Subcase 2.2. 2 � jIj � 3.
Without loss of generality, assume 1 =2 I and f3; 4g � I,

which implies that x1 6¼ y1, x3 ¼ y3 and x4 ¼ y4. Let V1 ¼
fvg [ fV ðT1Þ n fx1gg [ V ðT2Þ [ fs1g and V2 ¼ V ðHÞ n V1,
that is fx1g [ V ðT3Þ [ V ðT4Þ [ fs2; s3g ¼ fx1; y3; y4; s2; s3g.
See Figs. 3a, 3b, and 3c.

The subgraph H½V1� contains two paths T1 n fx1g and T2.
By Fact 1, the ends y1 and y2 of these two paths are adjacent
to s1. In addition, x2 2 V ðT2Þ is adjacent to v, thus H½V1� is
connected shown in Fig. 3b. For the subgraph H½V2�, by
Fact 1, it contains two paths T3, T4 and a complete bipartite
graph induced by Eðfy3; y4g; fs2; s3gÞ, where y3 and y4 are
ends of T3 and T4 respectively. Since 1 =2 I, we have
dH½T �ðx1Þ ¼ 2. By Fact 2, x1 has two neighbors in S, thus x1 is

Fig. 1. The illustration of the bipartition fV1; V2g in Part I.

Fig. 2. The local illustration of ðaÞ H; ðbÞ H½V1�; ðcÞ H½V2� and ðdÞ
BðV1; V2; HÞ, whereH satisfies Case 1 in Part II.
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adjacent to at least one vertex in fs2; s3g. Then H½V2� is con-
nected which is shown in Fig. 3c.

For the bipartite graph BðV1; V2; HÞ, by Fact 1, there are
two complete bipartite subgraphs, where one is induced by
Eðfy1; y2g; fs2; s3gÞ, denoted by B1, and the other is induced
by Eðfy3; y4g; fs1; vgÞ, denoted by B2. Each of the subgraphs
B1 and B2 is a cycle with four vertices shown in Fig. 3d by
green and red lines respectively. Since subtrees T1 and T2

are paths, by Fact 2, each vertex in ðV ðT1Þ n fx1; y1gÞ [
ðV ðT2Þ n fy2gÞ, that is V1 n fv; y1; y2g, is adjacent to at least
one vertex in fs2; s3g � V2. Thus V1 n fvg and B1 are con-
tained in the same component of BðV1; V2; HÞ. Since ðv; x1Þ 2
EðV1; V2Þ, the vertex x1 is in the component of BðV1; V2; HÞ
which containing B2. Thus, the bipartite graph BðV1; V2; HÞ
has no tree component, see Fig. 3d. Thus fV1; V2g is a CIST-
partition of V ðHÞ.

Subcase 2.3. 0 � jIj � 1.
Without loss of generality, assume 1; 2; 3 =2 I, which

implies that dH½T �ðxiÞ ¼ 2 and xi; yi represent different verti-
ces for i 2 f1; 2; 3g. By Facts 1, 2 and jSj ¼ t� 1 ¼ 3, the ver-
tex x3 has two neighbors in S and the vertex x4 has at least
two neighbors in S, then jNSðx3Þ \NSðx4Þj � 1. Without
loss of generality, assume s1 2 NSðx3Þ \NSðx4Þ.

Subcase 2.3.1. NSðuÞ 6¼ fs2; s3g for every u 2 ðV ðT3Þn
fx3; y3gÞ [ ðV ðT4Þ n ðfx4g [ fy4gÞÞ.

Let V1¼fvg [ ðV ðT1Þn fx1gÞ [ V ðT2Þ [ ðV ðT3Þ n fx3; y3gÞ[
ðV ðT4Þ n ðfx4g [ fy4gÞÞ [ fs1g and V2 ¼ V ðGÞ n V1, that is

fx1; x3; x4g [ fy3; y4g [ fs2; s3g. Note that if 4 2 I, that is
x4 ¼ y4, then jV2j ¼ 6; otherwise, jV2j ¼ 7. Figs. 4 and 5 are
illustrations for 4 =2 I and 4 2 I respectively.

The subgraph H½V1� contains paths T1 n fx1g, T2, T3 n
fx3; y3g (if it exists) and T4 n ðfx4g [ fy4gÞ (if it exists). Fact 1
implies that ðy1; s1Þ; ðy2; s1Þ 2 EðH½V1�Þ, then T1 n fx1g, T2

and s1 are in a component of H½V1�. By the assumption of
Subcase 2.3.1, T3 n fx3; y3g (if it exists), T4 n ðfx4g [ fy4gÞ (if
it exists) and s1 are in a component of H½V1�. Since ðv; x2Þ 2
EðH½V1�Þ, the subgraph H½V1� is connected. See Figs. 4b and
5b. For the subgraph H½V2�, by Fact 1, it contains a complete
bipartite graph induced by Eðfy3; y4g; fs2; s3gÞ. Since
dH½T �ðxjÞ � 2 for j 2 f1; 3; 4g, by Facts 1 and 2, xj has at
least two neighbors in S. Then x1; x3 and x4 are adjacent
to some vertices in fs2; s3g. Then H½V2� is connected. See
Figs. 4c and 5c.

For the bipartite graph BðV1; V2; HÞ, by Fact 1, it contains
two complete bipartite subgraphs, where one is induced by
Eðfy1; y2g; fs2; s3gÞ, denoted by B1, and the other is induced
by Eðfx3; x4g; fs1; vgÞ, denoted by B2. The subgraphs B1

and B2 are cycles with four vertices shown in Figs. 4d and
5d by green and red lines respectively. Since every vertex
y in V1 n fv; y1; y2; s1g, that is ðV ðT1Þ n fx1; y1gÞ [ ðV ðT2Þ n
fy2gÞ [ ðV ðT3Þ n fx3; y3gÞ [ ðV ðT4Þ n ðfx4g [ fy4gÞÞ, has degree
two in H½T �, by Fact 2, the vertex y is adjacent to some
vertices in fs2; s3g, which implies that y and B1 are con-
tained in the same component of BðV1; V2; HÞ. Since

Fig. 3. The local illustration of ðaÞ H; ðbÞ H½V1�; ðcÞ H½V2� and ðdÞ
BðV1; V2; HÞ, whereH satisfies Subcase 2.2 in Part II.

Fig. 4. The local illustration of ðaÞ H; ðbÞ H½V1�; ðcÞ H½V2� and ðdÞ
BðV1; V2; HÞ, whereH satisfies Subcase 2.3.1 with jIj ¼ 0.
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ðv; x1Þ; ðy3; s1Þ; ðy4; s1Þ 2 EðV1; V2Þ and s1; v 2 V ðB2Þ, the
bipartite graph BðV1; V2; HÞ has no tree component. Thus
fV1; V2g is a CIST-partition of V ðHÞ.

Subcase 2.3.2. NSðuÞ ¼ fs2; s3g for some u 2 ðV ðT3Þn
fx3; y3gÞ [ ðV ðT4Þ n ðfx4g [ fy4gÞÞ.

Without loss of generality, let x� be the vertex in V ðT3Þ n
fx3; y3g such that NSðx�Þ ¼ fs2; s3g and the distance
dT3ðx�; x3Þ is minimal subject to NSðx�Þ ¼ fs2; s3g. Let V1 ¼
fvg[ðV ðT1Þnfx1gÞ[ V ðT2Þ[ðV ðT3Þnfx3; x

�gÞ[ðV ðT4Þn fx4gÞ
[fs1g and V2 ¼ V ðHÞ n V1 ¼ fx1; x3; x4; x

�g [ fs2; s3g. See
Figs. 6a, 6b, and 6c.

The subgraph H½V1� contains paths T1 n fx1g, T2, two
paths obtained by T3 n fx3; x

�g (if they exist), and T4 n fx4g
(if it exists). Fact 1 brings out ðy1; s1Þ; ðy2; s1Þ; ðy4; s1Þ 2
EðHÞ, thus paths T1 n fx1g, T2 and T4 n fx4g (if it exists) are
connected with s1. Let the two paths obtained by T3 n
fx3; x

�g be P1 and P2 (if they exists), where V ðP1Þ is the set
of ancestors of x� in V ðT3Þ n fx3; x

�g and y3 2 V ðP2Þ. By the
choice of x�, each vertex, say w, in V ðP1Þ satisfy that NSðwÞ 6
¼ fs2; s3g. Also by jNSðwÞj ¼ 2, the vertex w is adjacent to
s1. By Fact 1, y3 in V ðP2Þ is adjacent to s1. Because ðv; x2Þ 2
EðH½V1�Þ, the subgraph H½V1� is connected shown in Fig. 6b.
In the subgraph H½V2�, the vertex x� is adjacent to s2 and s3.
Since dH½T �ðxjÞ � 2 for j 2 f1; 3; 4g, by Facts 1 and 2, xj is
adjacent to at least one of s2 and s3. Then H½V2� is connected
shown in Fig. 6c.

For the bipartite graph BðV1; V2; HÞ, by Fact 1, it contains
two complete bipartite subgraphs, where one is induced by
Eðfy1; y2g; fs2; s3gÞ, denoted by B1, and the other is induced
by Eðfx3; x4g; fs1; vgÞ, denoted byB2. The subgraphsB1 and
B2 are cycles with four vertices shown in Fig. 6d by green
and red lines respectively. By Facts 1 and 2, every vertex in
V1 n fv; y1; y2; s1g, that is ðV ðT1Þ n fx1gÞ [ ðV ðT2Þ n fy2gÞ [
ðV ðT3Þ n fx3; x

�gÞ [ ðV ðT4Þ n fx4gÞ, is adjacent to at least one
vertex in fs2; s3g. Then V1 n fv; s1g and B1 are in the same
component of BðV1; V2; HÞ. In addition, dT3ðx�Þ ¼ 2 and
V ðP2Þ is the set of descendants of x� in T3, thus x

� has a neigh-
bor in V ðP2Þ. Since ðv; x1Þ 2 EðV1; V2Þ and v 2 V ðB2Þ, the ver-
tex x1 andB2 are in the same component ofBðV1; V2;HÞ. As a
result, the bipartite graph BðV1; V2; HÞ has no tree compo-
nent, see Fig. 6d. Thus fV1; V2g is a CIST-partition of V ðHÞ.

Based on the discussions, by Theorem 2, there exists a
dual-CISTs in the graphH, so does G.

Theorem 6 converts readily into the CIST-partition algo-
rithm, see Algorithm 1. The algorithm runs as follows.
Some notations are defined in lines 1-2. By lines 3-8, a new
graph G satisfying the condition ð2Þ� is obtained by deleting
some edges in the original graph G. Lines 11-21 will per-
form if there exists a vertex vi in T having degree at least t
in G½T �, which is corresponding to Part II of Theorem 6. The
CIST-partition is given by the Subroutine Part II. The cases
for t � 5 and t � 4 are treated separately in Subroutine Part

Fig. 5. The local illustration of ðaÞ H; ðbÞ H½V1�; ðcÞ H½V2� and ðdÞ
BðV1; V2; HÞ, whereH satisfies Subcase 2.3.1 with jIj ¼ 1.

Fig. 6. The local illustration of ðaÞ H; ðbÞ H½V1�; ðcÞ H½V2� and ðdÞ
BðV1; V2; HÞ, whereH satisfies Subcase 2.3.2.
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II. Line 2 in Subroutine Part II gives a CIST-partition for t �
5, which is corresponding to Case 1 in Part II in Theorem 6.
For t � 4, lines 3-23 in Subroutine Part II perform. The
CIST-partition is constructed in different ways based on the
cardinality of the variable I defined in line 5. For jIj ¼ 4, the
CIST-partition is given by lines 5-6, which is corresponding
to Subcase 2.1 in Part II. For 2 � jIj � 3, the CIST-partition
is given in lines 7-10, which is corresponding to Subcase 2.2
in Part II in Theorem 6. For 0 � jIj � 1, the CIST-partition is
given in lines 11-22, which is corresponding to Subcase 2.3
in Part II in Theorem 6. Lines 23-24 will perform if there
does not exist a vertex vi in T having degree at least t in
G½T �. This process is corresponding to the analysis in Part I
of Theorem 6. Subroutine Part I is called and returns a
CIST-partition by line 14 in Subroutine Part I.

Algorithm 1. CIST-Partition

Input: A graph G whose vertex set has a bipartition fS; Tg
satisfying consitions ð1Þ � ð3Þ in Theorem 6

Output: A CIST-partition fV1; V2g of V ðGÞ
Let p ¼ jT j, T ¼ fv1; . . . ; vpg and S ¼ fs1; . . . ; st�1g;
Let L be the set of leaves of G½T �;
for i 1 to p do
ai  dGðviÞ � t;
if ai > 0 then
G Delete ai edges in Eðfvig; SÞ from G;
end

end
‘ 1;
while ‘ � p do
if dG½T �ðv‘Þ � t then
Label v‘ as v;
Regard G½T � as a tree rooted at v;
Let NG½T �ðvÞ ¼ fx1; x2; . . . ; xkg;
for ‘ 1 to k do
T‘  the subtree of G½T � rooted at x‘;
y‘  V ðT‘Þ \ L;

end
Call Subroutine Part II;
break

end
‘ ‘þ 1;
if ‘ > p then
Call Subroutine Part I ;

end
end

Wewill give an example to show how Algorithm 1 to find
its CIST-partition. LetG be a graphwith ten vertices satisfying
the conditions (1)-(3) in Theorem 6 shown in Fig. 7a. By lines
3-8 in Algorithm 1, by deleting the edge (3,9), we can obtain a
spanning subgraphH ofG such that fS;Tg is a bipartition of
V ðHÞ which still satisfies the conditions (1), ð2Þ� and (3) in
Theorem 6 shown in Fig. 7b. Since dHð1Þ ¼ t ¼ 4, lines 11-21
will perform and call Subroutine Part II. RegardG½T � as a tree
rooted at the vertex 1. Let T1 (resp. T2, T3 and T4) be the sub-
tree rooted at the vertex 2 (resp. 3, 4 and 5). In Subroutine Part
II, the variable I ¼ f1; 4g, thus jIj ¼ 2. Then lines 8-11 in Sub-
routine Part II will perform. Choose the elements 1 and 4 in I
and 3 not in I. Thuswe can get a CIST-partitionwith two parts
V2 ¼ f2; 4; 5; 9; 10g and V1 ¼ f1; 3; 6; 7; 8g shown in Fig. 7c by
red and blue vertices respectively. The induced subgraphs

H½V1� and H½V2� are shown in Fig. 7c by blue and red
edges respectively and Fig. 7d shows the bipartite graph
BðV1; V2; HÞ.

Subroutine. Part I

i 1;
while i < t do
j 1;
whileNSðvjÞ 6¼ fsig and j � p do
j jþ 1;

end
if j > p then
s�  si;
break

end
i iþ 1;

end
t�  an element in L;
V1  ðT n ft�gÞ [ fs�g, V2  V n V1;
return fV1; V2g

Subroutine. Part II

if t � 5 then
V1  V ðT1Þ [ V ðT2Þ [ ð

S t�1
j¼3fsjgÞ; V2  V ðGÞ n V1;

else
I  fi : jV ðTiÞj ¼ 1 for i 2 f1; 2; 3; 4gg;
if jIj ¼ 4 then
V1  fvg [ S; V2  V ðGÞ n V1;

else if 2 � jIj � 3 then
r1; r2  two elements from I;
r an element from f1; 2; 3; 4g n I;
V2  fxrg [ V ðTr1Þ [ V ðTr2Þ [ fs2; s3g;
V1  V n V2;

else
r1; r2; r3  three elements from f1; 2; 3; 4g n I;
r4  the element in I n fr1; r2; r3g;
s�  an element from NSðxr3Þ \NSðxr4Þ;
X  fxjx 2 ðV ðT3Þ [ V ðT4ÞÞ n ðfx3g [ fy3g [ fx4g [ fy4gÞg and
NSðxÞ ¼ S n fs�g;
ifX 6¼ ; then
x�  the vertex such thatminx2XdTr3 ðx; xr3Þ;
V2  fxr1 ; xr3 ; xr4 ; x

�g [ S n fs�g;
V1  V n V2;

else
V2  fxr1 ; xr3 ; xr4g [ fyr3 ; yr4g [ S n fs�g;
V1  V n V2;

end
end

end
returnfV1; V2g

4 THE ADVANTAGES AND APPLICATIONS OF MAIN

RESULTS

The differences among our results and some known conclu-
sions are analyzed as follows. Moreover, we will show that
the bound of the parameter t in Theorem 6 is tight.

Note 1. There exists an infinite number of graphs which satisfy
the conditions in Theorem 6 and fail the conditions in each of
Theorems 3, 4 and 5.
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In the following, we give examples to support Note 1. For
example, letG be a graphwhich has a bipartition fS; Tg satis-
fying the conditions (1), ð2Þ� and (3) in Theorem 6. Moreover,
assume thatG½T � is a tree rooted at the vertex vwith t leaves,
dG½T �ðvÞ ¼ t and S is an independent set ofG. Let the number
of vertices in T with degree two in G½T � be x. Then jT j ¼
xþ tþ 1 and jSj ¼ t� 1, which implies that jV ðGÞj ¼ xþ 2t.
Let vertices in T with degree two in G½T � be v1; v2; . . . ; vx,
leaves inG½T � be y1; y2; . . . ; yt and S ¼ fs1; s2; . . . ; st�1g.

By Table 2, the minimum degree of G is t. Then t <
jV ðGÞj

2 ¼ xþ2t
2 if x > 0, failing to meet the condition in Theo-

rem 3. Every two leaves yi and yj with i; j 2 f1; . . . ; tg in
G½T � are not adjacent in G, and by Table 2, we have that
dGðyiÞ þ dGðyjÞ ¼ 2t < xþ 2t if x > 0 which fails to meet
the condition in Lemma 4. By Table 3, every two leaves yi
and yj in G½T � with i; j 2 f1; . . . ; tg have that jNGðyiÞ [
NGðyjÞj ¼ tþ 1 < xþ2t

2 for every x > 2, which fails to meet
the condition in Lemma 5. By the arbitrariness of x satisfying
x > 0 or x > 2, there exists an infinite number of graphs in
which the existence of a dual-CISTs can be obtained by Theo-
rem 6, while each of Theorems 3, 4 and 5 does not work.

Note 2. The bound t � 4 for the graph G in Theorem 6 is sharp.

In the following, we give examples to support Note 2. For
example, letG be a graph with a vertex bipartition fS;Tg sat-
isfying the following conditions: ðiÞG½T � is a tree rooted at the
vertex vwith three leaves, where dG½T �ðvÞ ¼ 3; ðiiÞ each vertex
in G½T � with degree i has exactly jSj þ 1� i neighbors in S;

and ðiiiÞ G½S� is an independent set with two vertices. Here
t ¼ 3. Assume that the number of vertices in T with degree
two inG½T � be x. Then jT j ¼ xþ 4 and jSj ¼ 2, which implies
that jV ðGÞj ¼ xþ 6 and jEðG½T �Þj ¼ jT j � 1 ¼ xþ 3. We
have that jEðGÞj ¼ jEðT;SÞj þ jEðGðT ÞÞj ¼ xþ 6þ xþ 3 ¼
2xþ 9. By Theorem 1, two CISTs are edge-disjoint. Since each
spanning tree of G has xþ 5 edges and 2xþ 9 < 2ðxþ 5Þ if
x � 0, the bound t � 4 is sharp.

5 CONCLUSION

It is interesting that several well-known conditions for Ham-
iltonian graphs are also sufficient conditions for completely
independent spanning trees. In this article, we show that a
new Hamiltonian sufficient condition implies the existence
of dual-CISTs in an infinite class of networks, including
irregular network topology. The results obtained here
inspire the researchers to study whether they are some other
sufficient conditions of dual-CISTs. In addition, the condi-
tions in our results provide more novel insights and guide-
line views on the construction of fault-tolerant networks.
Appropriate protection routing can be configurated by the
dual-CISTs in these networks at the same time. By exploring
CISTs in this way will it be possible to move towards a better
understanding of how to design more reliable protection
routing.

ACKNOWLEDGMENTS

The authors express their sincere thanks to the editor and
the anonymous referees for their valuable suggestions which
improved the originalmanuscript.

REFERENCES

[1] J. Tapolcai, “Sufficient conditions for protection routing in IP
networks,” Optim. Lett., vol. 7, no. 4, pp. 723–730, 2013.

[2] K.-J. Pai and J.-M. Chang, “Dual-CISTs: Configuring a protection
routing on some Cayley networks,” IEEE/ACMTrans. Netw., vol. 27,
no. 3, pp. 1112–1123, Jun. 2019.

[3] S. Sundaram and C. N. Hadjicostis, “Distributed function calcula-
tion via linear iterative strategies in the presence ofmalicious
agents,” IEEE Trans. Autom. Control, vol. 56, no. 7, pp. 1495–1508,
Jul. 2011.

[4] A. Itai and M. Rodeh, “The multi-tree approach to reliability in
distributed networks,” Inf. Comput., vol. 79, pp. 43–59, 1988.

[5] J.-S. Yang, J.-M. Chang, S.-M. Tang, and Y.-L. Wang, “Reducing
the height of independent spanning trees in chordal rings,” IEEE
Trans. Parallel Distrib. Syst., vol. 18, no. 5, pp. 644–657, May 2007.

[6] S.-M. Tang, J.-S. Yang, Y.-L. Wang, and J.-M. Chang, “Independent
spanning trees on multidimensional torus networks,” IEEE Trans.
Comput., vol. 59, no. 1, pp. 93–102, Jan. 2010.

Fig. 7. The local illustration of ðaÞ G; ðbÞ H ¼ G� fð3; 9Þg; ðcÞ H½V1� and
H½V2�; and ðdÞ BðV1; V2; HÞ.

TABLE 2
The Vertex Degree in G

The vertex in G Degree of the vertex

v t
vi (1 � i � x) t
yj (1 � j � t) t
s‘ (1 � ‘ � t� 1) � t and � xþ t

TABLE 3
Number of Neighbors of Two Non-Adjacent Vertices in G

Two non-adjacent vertices in G No. of neighbors

v and vi (i 2 f1; . . . ; xg) � 2t
v and yj (j 2 f1; . . . ; tg) � 2t
v and s‘ (‘ 2 f1; . . . ; t� 1g) � xþ t
vi and vj (i; j 2 f1; . . . ; xg) � tþ 3
vi and yj (i 2 f1; . . . ; xg, j 2 f1; . . . ; tg) � tþ 2
vi and s‘ (i 2 f1; . . . ; xg, ‘ 2 f1; . . . ; t� 1g) � xþ 2t� 2
yi and yj (i; j 2 f1; . . . ; tg) � tþ 1
yj and s‘ (j 2 f1; . . . ; tg, ‘ 2 f1; . . . ; t� 1g) � xþ 2t� 1
s‘ and sh (‘; h 2 f1; . . . ; t� 1g) � xþ t

QIN ET AL.: CONSTRUCTION OF DUAL-CISTS ON AN INFINITE CLASS OF NETWORKS 1909

Authorized licensed use limited to: Temple University. Downloaded on August 17,2022 at 04:17:20 UTC from IEEE Xplore.  Restrictions apply. 



[7] C.-F. Lin, J.-F. Huang, and S.-Y. Hsieh, “Constructing independent
spanning trees on transposition networks,” IEEE Access, vol. 8,
pp. 147 122–147 132, 2020.

[8] J.-F. Huang, S.-S. Kao, S.-Y. Hsieh, and R. Klasing, “Top-down
construction of independent spanning trees in alternating group
networks,” IEEE Access, vol. 8, pp. 112 333–112 347, 2020.

[9] D.-W. Cheng, C.-T. Chan, and S.-Y. Hsieh, “Constructing indepen-
dent spanning trees on pancake networks,” IEEE Access, vol. 8,
pp. 3427–3433, 2020.

[10] J.-S. Yang, J.-M. Chang, K.-J. Pai, andH.-C. Chan, “Parallel construc-
tion of independent spanning trees on enhanced hypercubes,” IEEE
Trans. Parallel Distrib. Syst., vol. 26, no. 11, pp. 3090–3098, Nov. 2015.

[11] Y. Wang, J. Fan, G. Zhou, and X. Jia, “Independent spanning trees on
twisted cubes,” J. Parallel Distrib. Comput., vol. 72, pp. 58–69, 2012.

[12] B. Cheng, J. Fan, J. W. Yang, Y. Wang, and S. K. Zhang,
“Independent spanning trees on special BC networks,” Appl.
Mech. Mater., vol. 263–266, pp. 3301–3305, 2012.

[13] B. Cheng, J. Fan, X. Jia, and J. Wang, “Dimension-adjacent trees and
parallel construction of independent spanning trees on crossed
cubes,” J. Parallel Distrib. Comput., vol. 73, pp. 641–652, 2013.

[14] B. Cheng, J. Fan, X. Jia, and S. Zhang, “Independent spanning
trees in crossed cubes,” Inf. Sci., vol. 233, pp. 276–289, 2013.

[15] J.-S. Yang, H.-C. Chan, and J.-M. Chang, “Broadcasting secure
messages via optimal independent spanning trees in folded
hypercubes,”Discrete Appl. Math., vol. 159, pp. 1254–1263, 2011.

[16] T. Hasunuma, “Completely independent spanning trees in the
underlying graph of a line digraph,” Discrete Math., vol. 234,
no. 1–3, pp. 149–157, 2001.

[17] T. Hasunuma, “Completely independent spanning trees in maxi-
mal planar graphs,” in Proc. 28th Int. Workshop Graph-Theoretic
Concepts Comput. Sci., 2002, pp. 235–245.

[18] F. P�eterfalvi, “Two counterexamples on completely independent
spanning trees,” Discrete Math., vol. 312, no. 4, pp. 808–810, 2012.

[19] B. Darties, N. Gastineau, and O. Togni, “Completely independent
spanning trees in some regular graphs,” Discrete Appl. Math.,
vol. 217, no. 2, pp. 163–174, 2017.

[20] T. Hasunuma and C.Morisaka, “Completely independent spanning
trees in torus networks,”Networks, vol. 60, no. 1, pp. 59–69, 2012.

[21] M. Matsushita, Y. Otachi, and T. Araki, “Completely independent
spanning trees in (partial) k-trees,” Discuss. Math. Graph Theory,
vol. 35, no. 3, pp. 427–437, 2015.

[22] K.-J. Pai, S.-M. Tang, J.-M. Chang, and J.-S. Yang, “Completely
independent spanning trees on complete graphs, complete bipar-
tite graphs and complete tripartite graphs,” in Proc. Advances
Intell. Sys. Appl., 2013, pp. 107–113.

[23] B. Cheng, D. Wang, and J. Fan, “Constructing completely inde-
pendent spanning trees in crossed cubes,” Discrete Appl. Math.,
vol. 219, pp. 100–109, 2017.

[24] K.-J. Pai and J.-M. Chang, “Constructing two completely indepen-
dent spanning trees in hypercube-variant networks,” Theor. Com-
put. Sci., vol. 652, pp. 28–37, 2016.

[25] K.-J. Pai, R.-S. Chang, R.-Y. Wu, and J.-M. Chang, “A two-stages
tree-searching algorithm for finding three completely indepen-
dent spanning trees,” Theor. Comput. Sci., vol. 784, no. 13, pp. 65–74,
2019.

[26] K.-J. Pai, R.-S. Chang, R.-Y.Wu, and J.-M. Chang, “Three completely
independent spanning trees of crossed cubes with application to
secure-protection routing,” Inf. Sci., vol. 541, pp. 516–530, 2020.

[27] K.-J. Pai, R.-S. Chang, and J.-M. Chang, “A protection routing with
secure mechanism in M€obius cubes,” J. Parallel Distrib. Comput.,
vol. 140, pp. 1–12, 2020.

[28] X.-W. Qin and R.-X. Hao, “Reliability analysis based on the dual-
CIST in shuffle-cubes,” Appl. Math. Comput., vol. 397, 2021, Art.
no. 125900.

[29] X.-W. Qin, J.-M. Chang, and R.-X. Hao, “Constructing dual-CISTs
of DCell data center networks,” Appl. Math. Comput., vol. 362,
2019, Art. no. 124546.

[30] X.-W. Qin, R.-X. Hao, and J.-M. Chang, “The existence of completely
independent spanning trees for some compound graphs,” IEEE
Trans. Parallel Distrib. Syst., vol. 31, no. 1, pp. 201–210, Jan. 2020.

[31] G. Chen, B. Cheng, and D. Wang, “Constructing completely inde-
pendent spanning trees in data center network based on augmented
cube,” IEEE Trans. Parallel Distrib. Syst., vol. 32, no. 3, pp. 665–673,
Mar. 2021.

[32] K.-J. Pai, R.-S. Chang, and J.-M. Chang, “A well-equalized 3-CIST
partition of alternating group graphs,” Inf. Process. Lett., vol. 155,
2020, Art. no. 105874.

[33] T. Araki, “Dirac’s condition for completely independent spanning
trees,” J. Graph Theory, vol. 77, no. 3, pp. 171–179, 2014.

[34] G. Fan, Y. Hong, and Q. Liu, “Ore’s condition for completely inde-
pendent spanning trees,” Discrete Appl. Math., vol. 177, pp. 95–100,
2014.

[35] X. Hong and H. Zhang, “A Hamilton sufficient condition for
completely independent spanning tree,” Discrete Appl. Math.,
vol. 279, pp. 183–187, 2020.

[36] X.-W. Qin, R.-X. Hao, K.-J. Pai, and J.-M Chang, “Comments on ‘A
Hamilton sufficient condition for completely independent span-
ning tree’,” Discrete Appl. Math., vol. 283, pp. 730–733, 2020.

[37] X. Hong and Q. Liu, “Degree condition for completely independent
spanning trees,” Inf. Process. Lett., vol. 116, no. 10, pp. 644–648, 2016.

[38] H.-Y. Chang, H.-L. Wang, J.-S. Yang, and J.-M. Chang, “A note on
the degree condition of completely independent spanning trees,”
IEICE Trans. Fundam., vol. E98-A, no. 10, pp. 2191–2193, 2015.

[39] T. Hasunuma, “Minimum degree conditions and optimal graphs
for completely independent spanning trees,” in Proc. 26th Int.
Workshop Combinatorial Algorithms, 2016, pp. 260–273.

[40] F. Cao, “Decycling number and nonseparating independence
number of graphs,” Ph.D. Thesis, East China Normal Univ., 2020,
doi: 10.27149/d.cnki.ghdsu.2020.000086.

Xiao-Wen Qin received the master’s degree from
the Department of Mathematics, Beijing Jiaotong
University, Beijing, China. She is currently working
toward thePhDdegree in theDepartment ofMathe-
matics, Beijing Jiaotong University, Beijing, China
from September 2018. Her research interests
include graph theory, fault diagnosis, network reli-
ability, data center networks, and high-performance
algorithm.

Rong-Xia Hao received the PhD degree from
Beijing Jiaotong University, Beijing, China, in
2002. From 1998 to 2006, she was an associate
professor. Since 2006, she was a professor with
the Department of Mathematic, Beijing Jiaotong
University. She received Beijing Jiaotong Univer-
sity Zhi Jin Foundation Outstanding Youth Teach-
ing Award in 2007 and the First Prize of 2008
Excellent Paper Awarded by Beijing Operations
Research Society. Her research interests include
graph theory, interconnection network, and fault
tolerant computing.

Jie Wu (Fellow, IEEE) is currently the director of
Center for Networked Computing and a Laura H.
Carnell professor with Temple University. He also
serves as the director of International Affairs with
the College of Science and Technology. He served
as the chair for the Department of Computer and
Information Sciences from the summer of 2009 to
the summer of 2016 and the associate vice provost
for International Affairs from the fall of 2015 to the
summer of 2017. Prior to joining TempleUniversity,
he was the program director of the National Sci-

ence Foundation. He was a distinguished professor with Florida Atlantic
University. He regularly publishes in scholarly journals, conference pro-
ceedings, and books. His current research interests include mobile com-
puting and wireless networks, routing protocols, cloud and green
computing, network trust and security, and social network applications. He
serves on several editorial boards including the IEEE Transactions on Ser-
vice Computing and the Journal of Parallel and Distributed Computing. He
was an IEEE Computer Society distinguished visitor, ACM distinguished
speaker, and the chair of the IEEE Technical Committee on Distributed
Processing (TCDP). He is a CCF distinguished speaker. He was the gen-
eral co-chair of IEEE MASS 2006, IEEE IPDPS 2008, IEEE ICDCS 2013,
ACM MobiHoc 2014, ICPP 2016, and IEEE CNS 2016, and the program
co-chair of the IEEE INFOCOM 2011 and CCF CNCC 2013. He was a
recipient of the 2011 China Computer Federation (CCF) Overseas Out-
standing Achievement Award.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

1910 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 33, NO. 8, AUGUST 2022

Authorized licensed use limited to: Temple University. Downloaded on August 17,2022 at 04:17:20 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.27149/d.cnki.ghdsu.2020.000086


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


